Secure DevOps before DevSecOps
DEVELOPING AND CONNECTING CYBERSECURITY LEADERS GLOBALLY

Feature

16 Secure DevOps before DevSecOps
By Tony Rice – ISSA member, Raleigh Chapter
This article discusses the opportunities DevSecOps offers to stand up infrastructure in a consistent, secure way as well as move discovery of security flaws earlier and more often in the software development life cycle, with a back-to-basics view of securing access to these resources first.

20 DevSecOps: A Systemic Approach for Secure Software Development
By Seetharaman Jeganathan
The author reviews how security processes can be effectively embedded in the DevOps model to increase the success of IT projects in an organization.

28 Securing Terminology: Lessons from Interdisciplinary Research
By Delmer Nagy, Herbert Gomez, and Christopher Copeland
IT security is an inherently interdisciplinary practice. This creates an amalgam of terms, acronyms, and concepts potentially causing confusion. Given the evolving nature of terminology, the authors demonstrate how traditional communication strategies need to be reinforced to ensure that the knowledge of organizational stakeholders does not hinder organizational security efforts.

Also in this Issue

3 From the President
5 Sabett’s Brief
Moving Forward into a New Decade
6 Women in Cybersecurity
Women Leaders Impacting ISSA
7 The Cryptic Curmudgeon
Homomorphic Encryption
8 Open Forum
What I Wish STEM Programs Would Get Right
9 Privacy
The Privacy Problem
10 Crypto Corner
eLeviathan
11 Open Forum
DevOps and Infosec
12 Security in the News
13 ISSA Strategic Partner: ITSPmagazine
14 Association News
37 Career Center

©2019 Information Systems Security Association, Inc. (ISSA)
The ISSA Journal (1949-0550) is published monthly by Information Systems Security Association
1964 Gallows Road, Suite 310, Vienna, VA 22182
+1 (703) 382-8205 (local/international)
With the end of calendar year within sight, I’ve got to say that this really has been a year of change. There has been a huge amount of effort in setting the course for our path to a bigger and brighter future. I’ll talk more about that next month but having the ISSA International Summit fresh in my memory, I’ll share with you some of my thoughts and insight of the event.

First, let me say that you may have noticed that we scaled back on the size of the event, but certainly not the quality. In reflection of our event in Atlanta (2018), it was a conscious decision to not repeat some of the challenges such as overcommitments and co-locating the event with another conference. By scaling back our scope, we were able to focus on our program and content.

Our event began as it usually does with the Chapter Leaders Annual Summit. This year’s meeting had 40+ chapters represented, sharing valuable experience and presentations from some of our strongest chapters. I am continuously impressed by the work being done by our chapter leaders and applaud not only their endless hours of hard work but also the willingness to share their formulas of success with other leaders. Once again, the magic of ISSA comes through—one of the many reasons why I love this association and one of the priceless benefits of belonging.

Attendees of the Summit were treated to some of the best speakers of our profession with the folks such as Winn Schwartau (CVO and founder, The Security Awareness Company, LLC, a subsidiary of KnowBe4, Inc.), Sandra Joyce (Sr. VP, Global Intelligence, Fire Eye), and so many more top-notch ISSA members!

One of the most memorable session of the event was the Fireside Chat, hosted by our media partner ITSP Magazine, featuring Sean Martin chatting with ISSA Hall of Fame member Dr. Ron Ross (Fellow at the National Institute of Standards and Technology) on topics such as his start in cybersecurity and the progression of his career. If you haven’t already seen the video recording, be sure to take a look!

As you may have sensed, the refocus of our efforts on content and programming were appreciated by so many members who attended the event, many of whom stopped me in the hallway to comment on their excitement for our new direction. This is something that the International Board of Directors and I are hard at work on: driving the value of membership and the strength of our association through content, programming, and knowledge-sharing opportunities. You will be seeing more emphasis on this in the coming months as we refine the ISSA International strategic goals and business planning efforts for an exciting 2020.

On a completely different note, I would like to share an experience I had the opportunity to have. I had been invited to offer a keynote address to a mid-market CIO event on the topic of information and cybersecurity. Ironically, the challenges that this group of folks face are the same challenges we face, only they don’t have the luxury of focusing solely on security—or having a membership-based group like the ISSA to share knowledge and experience. I bring this up for your consideration to reach out to the IT community—invite them along with you to your next chapter meeting or local event.

My apologies for keeping this month’s letter so brief. I will make up for it in next month’s letter with a reflection of 2019! Until then, my virtual door is always open!

Candy Alexander, CISSP CISM
ISSA International President
Candy.Alexander@ISSA.org
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Moving Phorward into a New Decade

By Randy V. Sabett – ISSA Distinguished Fellow, Northern Virginia Chapter

Just when you thought the phishing epidemic couldn’t get any worse, apparently it has (at least for “big game” or high-value targets). Consider this: on October 2, the FBI issued a Public Service Announcement to alert organizations to what are being described as high-impact ransomware events. While easy financial gain from a large number of random targets has been a typical pattern, a new wave of phishing attackers are focusing on high-value assets that are often very sensitive to downtime. To do so, attackers may still rely upon phishing as their attack vector.

Not surprisingly, there is no single victim profile. Healthcare providers, manufacturers, cities, and education institutions exemplify recent victims. Attackers often succeed by enticing an unsuspecting user to click on something in a multi-faceted email, which can result in multi-faceted losses. This includes paying the ransom demand, along with lost business, downtime, corrupted files, overtime, third-party remediation, or higher insurance premiums. According to CyberEdge Group, 45 percent of ransomware victims pay the ransom, despite advice to the contrary from various stakeholders (including the FBI). Similarly, RecordedFuture reports that at least 17 percent of state or local government entities pay ransomware demands.

A victim organization often may be hindered without access to daily communication methods or data. An incident response plan that is followed and provides for out-of-band communications can help (also including when the attacker monitors in-band communications). Some steps to consider:

Deep breath
Victims can be intimidated by ransom demands that promise to escalate if the victim delays. Acting too quickly, though, could result in inadvertent loss of information necessary to regain access to and/or restore systems.

Determine status
Identify the extent to which the encryption impacted your specific systems and data, including whether backups exist, the criticality of your data, and the pervasiveness of the attack. Having worked with numerous clients in the situations, the importance of regular and tested backups cannot be overstated.

Coordinate with service providers
Consider retaining outside legal counsel, forensic investigators, crisis communications specialists, and IT support. Outside counsel can help establish attorney-client privilege while also preparing for any necessary notification. Forensic teams help determine how access was gained to the environment and attacker actions.

Notify law enforcement?
The FBI runs the www.ic3.gov website for reporting Internet crimes, with benefits including certain technical assistance or capture of the attacker. On the flip side, the FBI may become a potential obstacle or interfere with the investigation.

Determine whether to pay
Payment considerations include whether (a) it would violate US law prohibiting payments to certain entities or (b) cyber insurance will pay for terrorist acts. Further, the received encryption keys may not work completely, with purposeful design by the attackers for additional ransom demands.

Implement recovery steps
The primary goal is responding to a ransomware event. Doing so, however, could result in the inadvertent destruction of forensic artifacts that can assist in determining the incident’s origin and scope, with any attendant potential legal obligations. Evidence must be collected in a forensically sound manner to enable later presentation, if necessary, to a court or regulatory body. Thus, it is critical to proceed simultaneously with respect to recovery and investigation.

Secure your environment
While the primary goal in any ransomware event is to become operational as soon as possible, be sure that your recovery efforts do not leave you susceptible to either re-encryption from the same malware or a new threat. An organization should strongly consider implementing threat-hunting software to determine whether residual threats exist within the environment and proactively complete cyber hygiene efforts.

Comply with legal obligations
A ransomware event that affects the security, confidentiality, availability, or integrity of data could trigger legal obligations to a variety of stakeholders. There are potential statutory or contractual notice obligations to customers, vendors, business partners, employees, or others depending upon the event’s facts (that would be informed by a forensic investigation). Non-compliance with these obligations could lead to fines, penalties, or class-action lawsuits.

Ultimately, recovery may be slow, but things usually do improve. Most companies survive and many continue to thrive after a ransomware attack. If you get hit, remember you are the victim and you should be prepared with a compelling narrative as you remediate, recover, and move forward. On that note, I’m off
In the coming months, I plan to sit down with female ISSA chapter presidents to gain insight from their leadership experiences, successes, and challenges in leading chapters and developing and connecting a cybersecurity community. The interviews will explore their career journeys and accomplishments along the way and provide a glimpse into their skills and talents that have guided their contributions to the security community.

Preparing for this series highlighting women chapter leaders, I reflected back to ISSA’s beginnings. What part have women leaders played within ISSA over the years, and how far have we come? What follows below is a short history lesson on ISSA, its impact globally, and the important part women in ISSA have played.

Early beginnings

In 1984, 35 years ago, ISSA was founded as a not-for-profit, international organization for information security professionals and practitioners. In 35 short years, we have seen technology transformation at lightning speed. In 1984, Dell computers launched and the Macintosh computer aired during the Super Bowl. PCs ran DOS. In the 1990s, Amazon, Yahoo!, and Mosaic Communications (later Netscape) were just beginning. Computers were common but featured floppy disks and dial-up.

By the mid ’90s, most people used Windows, and the World Wide Web was up running. In 2014, the Web celebrated its 25th birthday.

In 2019, today’s technology development ranges from IoT, AI, autonomous driving vehicles, and virtual reality to 5G, 3D printing, drones, biometrics, and quantum computing.

Throughout this time frame, we have witnessed the huge growth and impact of ISSA, with many women stepping up to a seat at the leadership table. During the formative years, ISSA focused on developing a successful global environment for security professionals with chapters forming all over North and Latin America, Europe, and Asia. Its international vision—to provide members a way to connect and collaborate, expand peer networks, enhance professional stature, and achieve career goals—worked.

Globally, ISSA continues to provide opportunities to develop and connect as respected and highly regarded voices of information security that influence public opinion, government legislation, education, and technology with objective expertise that supports sound decision making.

Women leaders

Early on, ISSA provided a welcoming diversity and inclusion path for women who wanted to get involved and lead the way. Without question, ISSA women have consistently paved roads and volunteered their talents and leadership abilities to promote and further the organization’s mission. A good illustration of this is a recent snapshot of ISSA’s International Board of Directors. The 2019 elected International Board includes five females in the roles of international board president, vice president, chief financial officer, and two female directors. Thirty-five years ago, ISSA elected a female, Sandra Lambert, as its first international board president to chart the course. In fact, out of 17 ISSA presidents to date, seven of those have been females.

Still work to do

Organizational, ISSA is an inclusive environment and women in ISSA have narrowed the gender gap in cybersecurity. However, at the chapter level, more women should step into leadership. Currently, ISSA has 130 chapters with over 11,000 security professionals in 92 countries. Yet, ISSA female chapter presidents represent only 13 percent of 96 North American chapters (13 out of 96 chapters). In Canada, one female chapter president represents 20 percent of Canadian chapters (1 out of 5 chapters). In Europe, two female chapter presidents represent 16 percent of chapter leadership (2 out of 12 chapters). Currently, there are no female chapter leaders represented in Asia and Latin America. Globally speaking, roughly 12 percent of ISSA chapters are represented by female presidents.

Regarding the career ladder, statistics show 12 percent of ISSA security professionals rank in top executive-level careers, with 39 percent representing senior-level career status, and 17 percent representing mid-level careers. With 68 percent of ISSA membership ranking in mid-to-top level leadership positions, it would be informative to break down the percentage in terms of women vs. men in future articles.

As we make security a top priority in ISSA, we should continue the momentum for member involvement and growth. Bringing more women into the association and into leadership within ISSA should also be a focus. As sure as the demand for cybersecurity professionals continues with rapid technology development, leadership roles for women will be important.

Continued on page 43
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Recently, a lot of my colleagues in security operations have become very excited about homomorphic encryption. It seems to be the latest “magic” security technology that will solve all our problems, but I don’t think we’ve really provided a good outline of what it is, and, particularly, what it can’t do.

The basic concept is to be able to encrypt some data, and then still perform some useful calculations, or process the data, without decrypting (and thus exposing) it. (Microsoft seems to want to tie homomorphic encryption to the “cloud,” but that’s just one possible use.)

IBM seems to be usually credited with the “invention” of homomorphic encryption. Its library, available on GitHub, is an implementation of the Brakerski-Gentry-Vaikuntanathan (BGV) form of homomorphic encryption. Microsoft also has a library on GitHub. Both of these libraries offer addition and multiplication. Google has a somewhat variant process offering comparison and limited addition (and, again, a GitHub library) (I’ll come back to those functions.)

The thing is, as a concept, homomorphic encryption isn’t new. We’ve been using it for decades. We’ve been hashing passwords, and storing them in hashed form. When we want to confirm one, we hash the submission, and then compare that against the stored hash. So we are encrypting data, and using it without decrypting it.

But that’s only one, very specific, application. And that’s the other thing about homomorphic encryption as a concept. It isn’t a single implementation (shades of “blockchain” anyone?). If you want to perform different functions, you have to use different algorithms. With BGV you can add, multiply, and shift. With BFV you can do modular arithmetic. With CKKS you can do addition and multiplication, but you only get approximate results.

As a horrendously simplified example, if you want to sort, you can use the Caesar cipher. It hides the data, but keeps it in (mostly) ordinal position. (Except near wraparounds.) Most modular functions will have somewhat similar traits.

Another not-terribly-useful case would be an exact match search. You can use any block cipher in electronic code book mode, as long as the block size matches the record size. Any identical record is going to match the ciphertext, and therefore you can search without having to decrypt anything.

Microsoft specifically says, of its library, that “other operations, such as encrypted comparison, sorting, or regular expressions, are in most cases not feasible to evaluate on encrypted data using this technology.” So, if you want those functions, you’ve got to invent other algorithms. And it is very unlikely that any algorithm is going to be invented that gives you a whole bunch of functions. When I say algorithm, it’s not just the processing part that I’m talking about. It’s related to how you encrypt the data in the first place.

In order to do homomorphic encryption, you have to encrypt the data in a certain way that is going to be susceptible to the processing you want to do. And that means you are accepting certain weaknesses in the way you encrypt the data. In my earlier examples, the Caesar cipher is very weak in terms of key address space. Electronic code book is the weakest mode for block ciphers. In the same way, real homomorphic encryption algorithms are going to have weaknesses related to the type of function you want to be able to perform on the encrypted data.

(The Google project, for example, notes that their protocol has security against “honest-but-curious” adversaries, but has weaknesses, and provides no protection against malicious input.) The implementations may add protections to defend against those weaknesses. But the more functions and operations you add to the list of what you want to do with the encrypted data, the more weaknesses are going to be built into the algorithm.

Now, homomorphic is a technology to watch. It’s developing, and it can be useful for certain applications. But it’s not magic. If you have an application, you are going to have to find the right algorithm for it. If you have multiple applications, you may have to use multiple algorithms (which probably means multiple copies of your database, and there are risks associated with that). All the protections that have to be built in to the algorithms are going to mean that homomorphic encryption, like asymmetric encryption, is going to be heavily processing intensive (probably very heavily processing intensive).

Pay attention to it. But don’t expect it to solve all your security problems.

About the Author

Rob Slade may be an AI experiment gone horribly wrong, and probably encrypted in some weird way. More information than anyone would want about him is available. It is next to impossible to get him to take bio writing seriously, but you can try at rmslade@outlook.com.
What I Wish STEM Programs Would Get Right

By Jari Peters – ISSA member, Central Florida chapter

There is not a day that goes by that I do not read a post or an article talking about the shortage of cybersecurity talent and how we will suffer in the future due to the massive deficit. I am drawn to this topic because I am a veteran in this field, but also because I have two teenagers who will enter the workforce soon. Despite the fact that they both spend hours per day on video games and/or social media—an embarrassing parental admission—their interest in cybersecurity is non-existent.

My kids are smart and curious, but neither technology nor cybersecurity is on their list of interests. My take on this is that we are not enticing them in a meaningful way.

My tips to get teens interested in STEM really cool security stuff:

Make cybersecurity approachable and fun

Video gaming, competing, and socializing with friends is at the center of my son’s world. Programs should weave these existing interests into the educational themes. I have seen it work firsthand. On a recent trip to Boston, we found a gaming place called SOGO Action that is taking this in the right direction! Teens walk in off the street and sit in a group with friends and play video games or learn about technology and coding. They were engaged for hours.

Make cybersecurity concrete

As another example, my daughter is an active user of social media. As a cybersecurity leader and as a mother, I worry about the darker side of social media. Why not create a program that will use this interest and encourage teens to consider how their information is handled?

Imagine an information scavenger hunt that would test whether teens could guess a friend’s location based on information on social media and after their interest is peaked explore how securing individuals’ data is needed in all fields, including put into retail, fashion, law, communications, or marketing sites. What could be done if that information fell into the wrong hands? Without even using the words STEM or cyber we can engage teens.

Design activities around STEM and cyber

I do believe we are starting to see movement in the right direction. This year I learned about the GenCyber camps from a colleague while attending the Executive Women’s Symposium in Washington, DC. The GenCyber Camps are spread across the country and are grant funded by the National Security Agency and the National Science Foundation. My son applied and was accepted through the lottery process!

The camp is approachable and concrete—and even a little cool. His favorite sessions:

- Hearing from a Chicago detective about how he catches bad guys with tech.
- Hearing from an ethical hacker about how he won competitions breaking into things and parlayed that into owning two companies.
- Getting to take the class on a college campus.
- He came home with a Raspberry Pi.

Continue to bring students to the workplace—or send the workplace leaders to them!

We have really smart and interesting people working in corporate America. Perhaps there are meaningful group cyber projects that include employee’s teens? Some companies are even investing in public schools and programs to foster strong, innovative, and affordable technology education options. For example, Oracle Education Foundation provided a home for the new Design Tech High School, and Reliaquest became the first national technology partner of 3DE Schools. These are great examples of how we can engage and support the efforts to grow the next generation to join us!

These tips may, in the end, attract teens to cybersecurity by meeting them where they are and developing their interest in cybersecurity based on what already makes them tick. We will be enhancing the skills of an already tech-savvy generation and providing them a better chance of finding a well-suited and potentially lucrative livelihood.

About the Author
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Privacy

The Privacy Problem

By Karen Martin

People have worried that technology is eroding privacy since at least 1890. That’s when Samuel Warren and Louis Brandeis wrote “The Right to Privacy” for the Harvard Law Review. When Warren and Brandeis warned that “modern devices” afforded abundant opportunities to violate privacy without any participation of the injured party, they were referring to handheld cameras and phonographs. The devices and the rate of technological innovation have changed, but the problem of privacy remains.

Privacy is difficult to define. Suggestions include the right to be let alone, the right of individuals to determine when, how, and to what extent information about them is communicated, or freedom from interference. We have not settled on a definition, even though we can generally agree on whether specific actions, such as hidden cameras in a bathroom, violate privacy. We know privacy when we see it, even if we can’t easily define it.

This has not stopped privacy interest groups from pressuring governments at all levels to enact lots of privacy laws. The result is an abundance of similar, but not identical, laws with differing definitions of personal information that must be protected, differing levels of protection, and different criteria to determine whether or not a business is subject to the law. One helpful website has compiled lists of over 75 privacy-related laws sorted by country and region, including 28 state and federal laws in the US alone.

How do you protect something you cannot define? You can start with the obvious problems. Over the years, we identified and sought to protect particularly sensitive data, such as Social Security numbers, payment card numbers, and the Health Insurance Portability and Accountability Act’s (HIPAA) 18 personal health information identifiers. Unfortunately, we keep finding new sources and types of data that threaten privacy—cellphone location data or genetic information, for example. In addition, data aggregation and analysis techniques are making it increasingly easy to develop profiles of individuals based on very little information. A quick web search yields numerous companies offering data-appending services that retrieve demographic information including employment, homeowner and marital status, as well as the social interests of customers using just the customers’ names and postal codes.

Realistically, it is impossible to exhaustively list every type of information that might be used to violate privacy today, let alone predict what might be exploited in the future. Recent laws, such as the European Union’s General Data Protection Regulation (GDPR) and the California Consumer Privacy Act (CCPA) have offered broad definitions of personal data: “information relating to an identified or identifiable natural person” or “anything that identifies, relates to, describes, is capable of being associated with, or could be reasonably linked directly or indirectly, with a particular consumer or household.” These definitions are not very helpful until regulators or courts provide more specific guidance. Clearly, however, the categories of personal information are increasing. The day may soon come when we will need to encrypt every single piece of information collected from or inferred about data subjects, to keep it secure from unauthorized access as clever data scientists learn to find new ways to correlate seemingly innocent data to recover sensitive information from it.

In addition, with the passage of the GDPR and other privacy laws we must accommodate other rights, which somewhat vary from country to country. Generally, individuals must be informed if their personal data is being collected or processed, must be allowed to opt-out or be required to opt-in, may object to automated processing, must be given access to their data on request, may amend or correct their personal information, and may require that their data be erased. Legislators may assume that those rights will be simple to provide, but if you are reading this, you have a better idea of how time consuming and expensive compliance can be.

There are obviously political, economic, and technical constraints on our ability to protect data subjects’ privacy. Governments will always want to access personal data for reasons of public safety or national security. Data subjects will always want more protection of their information than the data collectors and controllers will want to provide. Information security is expensive and difficult; businesses will always weigh costs and benefits, and there will be limits to the amount that even wildly profitable companies are willing to pay to protect personal information. And we know all too well that technical measures to prevent data breaches are never perfect.

We don’t really know what privacy is; we’re still required to protect it; and any attempt to do this will always be imperfect. That’s not the definition of “hard problem” that computer scientists use, but it’s definitely hard enough for the rest of us.

About the Author
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Encryption is hard to understand, and has been for quite a while. It’s not too hard to imagine it as the subject of the lost comedy Keys by Aristophanes from the fifth century BC, in which a security manager attends a trade show in search of encryption products for his company. He’s taunted by a spectral chorus of erstwhile security vendors chanting “X.509, PKIX, PKIX” as he walks the exhibit hall where he has lots of trouble understanding the technologies that he sees demonstrated because of the incomprehensible vendor pitches. He leaves knowing that his company won’t be able to comply with the Greek Data Protection Regulation (GDPR) unless they buy lots of encryption products, but really doesn’t learn anything very useful.

But it shouldn’t be too hard to understand one of the issues around encryption that has become relatively important today. In particular, many governments are proposing to regulate the use of encryption because its use has resulted in the Internet “going dark” for them, with encryption use by criminals thwarting their ability to perform the surveillance needed to eventually prosecute them.

If law enforcement is losing the ability to prosecute because criminals use encryption, then the political decision is a straightforward one: does the prosecution of criminals justify the potential loss of privacy that weakened encryption might cause? If criminals can freely communicate in ways that law enforcement cannot monitor, then it will be easier for them to carry out their criminal activities. If we regulate the use of encryption—perhaps banning its use outright, or mandating the use of backdoors—there is a chance that governments would abuse the ability to spy on their citizens, perhaps for somewhat shady reasons. The choice of whether to reduce crime at the cost of some privacy is fundamentally about trading freedom for additional protection.

Many people have thought about this very trade-off over the past centuries. It was central to Thomas Hobbes’s book Leviathan, in which he assumed that the natural state of man is “solitary, poor, nasty, brutish, and short,” and that we freely surrender freedoms to a powerful state (represented by his Leviathan, named after the powerful Biblical sea monster) to keep us safe from each other and avoid that undesirable outcome. It’s not hard to imagine the need for a modern “eLeviathan” to keep us safe from modern threats, and one thing an eLeviathan might do is regulate the use of encryption. (It might also limit the use of social media, but that’s something for another column.)

But making such a trade-off assumes the ability of law enforcement to monitor criminals is actually thwarted by the use of encryption, and it looks like that may not actually be the case. Since 2000, the US Courts annual Wiretap Report tracks how many wiretap warrants are issued each year and in how many cases surveillance authorized by a warrant was impeded by the use of encryption. Their data does not seem to support the idea that the Internet is “going dark” for law enforcement. In particular, there are typically a couple of thousand wiretap warrants issued each year, yet only a handful are ineffective because of encryption. And there does not seem to be a trend in which more use of encryption by criminals increasingly blocks the ability of law enforcement to carry out authorized wiretaps. (See “Crypto Wars II” in the January 2017 issue of the ISSA Journal for a more detailed discussion of this.)

On the other hand, it sounds like the use of encryption may actually be thwarting the ability of law enforcement to recover evidence from encrypted phones. I haven’t seen any authoritative source of information on exactly how much encryption is affecting this, but from the few law enforcement people I’ve talked to I got the impression that this is indeed significantly affecting their ability to prosecute criminals. But if encrypted phones are the biggest issue law enforcement faces, it seems like a serious error in their communications strategy to call the Internet “going dark” for them, since that phrasing implies that their problems are related to being unable to get useful information from wiretaps.

So before we create an eLeviathan that will regulate our use of encryption, it’s probably best to ensure that the beast is really needed. Law enforcement may have a legitimate concern about being unable to get data from encrypted phones, but it certainly looks like the Internet is not “going dark” for them. Let’s not create the eLeviathan quite yet.

About the Author
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DevOps and Infosec

By Jason Remillard – ISSA member, Raleigh Chapter

Adopting the development methodologies in your own security programs, contributing to and fitting into existing release plans, and breaking up your larger security release requirements into the realities of real operating DevOps WILL greatly increase the success of your own security program!

Our shop is probably not unlike yours. We have a distributed workforce mixed with staff, contractors, BYOD, fixed assets—cloud and on prem—COTS, and homegrown services with a mixture of public and private cloud infrastructure.

We also have the added challenge of delivering hosted offerings for clients that include sensitive data and service components that need to be highly available and have slipstream feature enhancements to a global audience. We deliver a global privacy SaaS offering that has many iterative enhancements—security and otherwise—that have a tight release and update cycle. Coupled with the privacy offering are other attached services that are also not only sensitive but also must have a quick time to response to events—regular and unscheduled.

The infosec impacts on DevOps are pretty significant, more so in a highly integrated service with cascading or third party-based infrastructure or services. For many offerings, it could be as simple as our live chat or ticketing system not being available (during an outage or not) being a compounding factor affecting a service component.

Ask anyone in operations. You can’t delegate or abdicate responsibility, and certainly you can’t do this in the infosec realm. Has the infosec conversation changed in the DevOps realm in today’s rapidly changing service delivery frameworks that are growing more popular today? We all know that “baking” security into the development process in the beginning is always a more efficient and effective process, especially in the “waterfall” days. But in today’s world of mixed development, deployment, consumption, and delivery platform, it’s a mixed bag.

More concerning is a variability of developer skill sets. With today’s “click to push live” abilities and potential exposure to millions of end users in seconds, the risks are larger than ever.

So, what do we do?

Rather than spend time on a laundry list of tools and feature-functions reviews, perhaps a better use of our time is a classic “what happens when” exercise.

Our training tells us to expect something to happen, and plan for it. Simple.

We cannot portend to know every single threat or vulnerability—internal, external, known or created—today or years down the road. It also behooves us to understand the nomenclature of our colleagues in development/operations much more closely. For too many years infosec has been in its own regimented area spouting policy, frameworks, and methodologies without much consideration for the general realities of the overall business. The world is different now, and we all need to get along much more now. Certainly the requirements for security, policy, regulation, delivery, development, product, and indeed the business as a whole are much tighter and integrated.

Hardly newsworthy, it should be reinforced that infosec needs to leverage existing channels that the business and DevOps leverage for emergency and urgent upgrades and enhancements as needed. There are many examples today we can all leverage to ensure that when the “when it happens” scenario happens, there is a path to execute and develop that urgent security patch, remove that nefarious library, or disconnect that third-party vendor causing the issue.

These pathways should be tested just like any DR plan, and perhaps more importantly the appropriate delegated teams and processes should also be enabled to manage these same urgent functions.

Many of our systems are highly integrated with myriad other platforms distributed deeply across so many others it’s usually hard to keep track of, in many facets, operationally, contractually, or technologically. Sometimes the “when it happens” won’t be your organization—it will be someone else’s.

Another often overlooked consideration is to ensure that your ability to receive notifications of issues from your service providers for security issues is open, monitored, and kept up to date. This communications channel is critical and should be tested regularly.

Quick tips:

Get on that backlog!

- Tech debt is your friend. The dev team will love you if you support their goals to help get their “technical deficits” resolved. Their tech debt is your opportunity to clean up your issues as well.

- Your team should have a regular slot in each epic (a major theme or story line for a release) at least, maybe every sprint (a small block of time/effort—usually many sprints are in a release or epic) or two – it’s a great chance to get some items knocked in a regular time slot.

Continued on page 43
ESG Survey Sees Long DevSecOps Road Ahead
Survey says...The adoption of DevSecOps is still uneven at best. Only 33 percent of the organizations polled reported that they are involving cybersecurity teams at the start of the application development process.

DevOps Now Most Sought-After Skill, and with Good Reason
If you have DevOps skills, this is your time. Technology practitioners with these talents are more in demand than any other IT-related skill, even surpassing cloud and data science skills. As modern IT operations teams overhaul their traditional practices to generate greater innovation and improved agility, they are bringing on board those who can embrace DevOps practices such as agile planning, configuration management, continuous integration, and automated deployments.

Transferring to DevOps: The Four Priorities
It can be a little confusing. That’s why when you begin your DevOps transition journey, you need to start with a strong foundation—setting goals. If you don’t have a road map that clarifies what the business is trying to achieve, everything else that follows has the potential of going off track.

DISA Looks to Expand DevSecOps to Its Infrastructure
The US Defense Information Systems Agency will be focusing on 10 emergency technology areas in 2020. What’s at the top of the list? DevSecOps.

Celebrate National Cybersecurity Awareness Month with CCPA FAQs!
How did you celebrate National Cybersecurity Awareness Month last month? Did you download the toolkit? Did you play the 2019 Trivia Game? Or did you follow the lead of The National Law Review and brush up on your California Consumer Privacy Act (CCPA) information. January 1 will be here before we know it. Are you ready? Read more about NCSAM, the toolkit, the game and this year’s theme, “Own IT. Secure IT. Protect IT.” – https://www.dhs.gov/national-cyber-security-awareness-month

US and Taiwan Hold First Joint Cyber-War Exercise
As war moves from the physical battlefield into cyberspace, new forms of cyber-cooperation are forged between nations. For the first time, the United States and Taiwan join forces in a week-long simulated cyber-war event, designed to shed new light on cyber attacks and threats.

Cyber Threats Set to Increase In 2020
It’s a little early. But just like the Christmas decorations that started to appear in stores in September, we are now starting to see the first signs of cybersecurity prediction reports for 2020. Not ready to take out your crystal ball yet? No worries – you still have time.

How to Safely Shop Online This Holiday Season
https://www.govtech.com/blogs/lohrmann-on-cybersecurity/how-to-safely-shop-online-this-holiday-season.html
Ready...set...shop! Did you know that Black Friday is now a global event? And Cyber Monday is expected to pull in $9.4 billion this year, a $1.5 billion increase from last year. As you begin to make plans to jump into the holiday sales frenzy, remember that cybercriminals are also making plans to gain access to your accounts by taking advantage of distractions during this annual epic increase in shopping activity.

DevSecOps Model Requires Security Get Out of Its Comfort Zone
For a long time, it’s been a love-hate relationship between developers and the security community. But thanks to a rapidly shifting threat landscape, application security is now more of a priority than an afterthought. What is the DevSecOps culture like in your organization? Security in the News would like to know if you have already embraced the DevSecOps model. Was it an easy transition? What challenges did you face? Share your thoughts with Editor Thom Barrie.
An InfoSec Life | A Fireside Chat with NIST Fellow Ron Ross during ISSA International Summit 2019
By Sean Martin

In this fireside chat, Sean Martin discusses the profession of cybersecurity, past, present, and future with Dr. Ron Ross from the National Institute of Standards and Technology. The interview covers a myriad of topics, including Dr. Ross’ cybersecurity career with the Department of Defense, the Intelligence Community, and NIST; a retrospective of the key projects and cybersecurity initiatives he had led during his forty-five years of public service; mentoring the next generation of cybersecurity professionals; lessons learned; and key cybersecurity and privacy challenges and opportunities for the future.

Webcast & Podcast: Click Here.

An InfoSec Life | A Conversation with Vandana Verma
By Marco Ciappelli

All right, ladies and gentlemen, it finally happened: Vandana Verma is my distinguished guest on this An InfoSec Life podcast.

For those of you that haven’t had the pleasure to meet her in person—Sean and I had this honor in Las Vegas this year—let me tell you, she is as nice as she sounds. In my opinion, there is nothing more valuable to add to someone’s professionalism and skills than a big heart. It helps to make them a role model and an inspiration for any just entering—or that are about to enter—their career in the infosec community.

Podcast: Click Here.

On Disability, Technology, and Flourishing I A Conversation with Joel M. Reynolds
By Marco Ciappelli & Sean Martin

People with disabilities are experts at navigating a world that is not built for them—often by turning to technologies such as voice recognition devices and cochlear implants. But which technologies, and under what circumstances, truly enhance a person’s ability to live the most meaningful, flourishing life? And which technologies, and in what cases, have the opposite effect?

The project we talk about on this podcast is funded by the National Endowment for the Humanities and will explore how technologies can be used to promote or thwart flourishing through conversations with people with disabilities.

Podcast: Click Here.

MITRE ATT&CK—This Is Not Just Another Framework I A Conversation at the Edge with Katie Nickels, Fred Wilmot, and Ryan Kovar
By Sean Martin

It took me a while to get the conversation with Katie Nickels and Fred Wilmot sorted so we could talk about all things MITRE ATT&CK. Fortunately, we found some time together in person in Las Vegas during Hacker Summer Camp. As a bonus, I also got the chance to meet Ryan Kovar who happened to be presenting on ATT&CK with Katie that same week. Ryan joined us for the conversation as well.

Have a listen as we explore what MITRE ATT&CK is, what it’s for, who it’s for, how to get started with it, how to be successful with it, and what scenarios could be leveraged to learn from others’ successes and challenges.

Podcast: Click Here.
At the International Summit in Dallas
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- International: Paulus Cocu
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Hi Kevin,

Thank you for the article on cyberinsurance in the latest ISS Journal – the best piece I’ve read so far on this topic. Very nicely written! Your comments on moral hazard were particularly thought-provoking.

You didn’t mention ISO/IEC 27102, a new ISO27k standard on cyberinsurance. Personally, not being an insurance specialist, I find it a useful source of general information/guidance. I’ve reached similar conclusions to you about the need for both parties (insurers and insured) to tread cautiously in this evolving area of practice. I might even go so far as to say that the insurance industry’s credibility is on the line here: if too many insurance claims end up in disputes, court cases, and reduced or nil payouts, the market will surely crumble.

Kind regards,
Gary Hinson
ISSA member, New Zealand Chapter

Hi Gary,

Thanks for the kind words! I actually wasn’t aware of ISO27102—looking forward to the additional research!

In the meantime, your concerns about credibility are insightful, and I wonder if the high-profile claims that have caused insurers to exit the market may be to blame. Some insurers would rather cut and run as opposed to be caught up in their own reputation’s risk.

Thanks again for the feedback!

Kevin Sesock
ISSA member, Oklahoma City Chapter
This article discusses the opportunities DevSecOps offers to stand up infrastructure in a consistent secure way as well as move discovery of security flaws earlier and more often in the software development life cycle, with a back-to-basics view of securing access to these resources first.

Abstract
DevOps offers a world of possibilities to automate security checks to find vulnerabilities earlier, before they are deployed and when they are least expensive to fix. It also offers opportunities to more closely partner with developers and operations personnel. But before we turn DevOps into DevSecOps, the build pipelines enabling this automation must be locked down to prevent information about the vulnerabilities found from being leaked the way credentials are leaking today.

When security professionals hear the term “DevOps,” a rainbow of automated security checks come to mind. Visions of vulnerabilities revealed early and often dance in their heads, quickly morphing DevOps into DevSecOps.

We dream of all that agile development methodologies offer to more closely partner with developers and operations:

- Helping developers stop the flow of OWASP Top 10 examples into the codebase.
- Guiding operations personnel to the consistency that infrastructure-as-code provides.
- Putting an end to the vulnerability whack-a-mole that artisanal handcrafted (and never again patched) instances bring.

Tool vendors stoke these fires with talk of how easily their tools with prepackaged test suites integrate into existing pipelines. It’s even easier if you migrate everything over to their flavor of DevOps. And the dashboards, so many dashboards, each providing evidence of the progress being made to leadership eager to know how the investment is paying off.

Can DevSecOps finally fulfill the promise of moving vulnerability discovery to the left of development process where it is cheaper and easier? As time between deliveries shrinks from months to hours, DevSecOps must enable these things and more.

Security professional, heal thyself
Before rushing off to integrate the dynamic application security test suite and code scanner—the ones that cost so much yet get used so little—into a maturing DevOps pipeline, consider the threat landscape that DevOps itself introduces.

Functional and other tests in a DevOps pipeline describe where the product doesn’t work. Security tests describe where the product is vulnerable. This is sensitive information that

Secure DevOps before DevSecOps | Tony Rice

Many environments also include:

- **Communication tools** such as Slack, HipChat, WebEx Teams, etc. that enable developer collaboration and bots to ensure visibility of DevOps results.
- **Workflow and defect management tools** like Jira, Trello, Bugzilla, etc.

Begin by looking at the couplings along that pipeline of tools. Are they secure or is your hard work leaking into the hands of the bad guys? An automation platform like Jenkins is the grand central station of this system and a good place to start securing CI/CD efforts.

If your CI/CD pipeline grew out of a developer experiment that became a critical production resource over time, you might find developer personal userids and passwords throughout its configuration. This can lead to failing pipelines when that person changes the password. It is tough to remember all the places those credentials have been used. You might find that one developer account across each of those tools in the pipeline.

Those person-to-machine credentials should be replaced with machine-to-machine, rotated on a regular basis. Also use access tokens rather than userid and passwords whenever possible. If your tool of choice doesn’t support access tokens, that’s a good sign to keep looking at other tools.

However, as CI/CD pipelines proliferate, and they will, you’ll quickly find that managing all those secrets will become cumbersome and risky.

**Stop checking in credentials**

You need look no further than files publicly available via GitHub.com for one of the most common problems in DevOps: storing configuration files and source code containing secrets in plain text, in a source-code repository.

---
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Attackers don’t need to go to the trouble of a man-in-the-middle attack to steal credentials when someone has made it so easy by checking in everything they need to access each tool along the pipeline, even the destination hosts where the application is deployed to.

A code search of json files publicly visible on GitHub.com using the string `aws_access_key_id filename:*.json` produces several thousand results. You can watch people make this mistake every few seconds publicly, in near real time with shhgit. The open source project by Paul Prince flags secrets and sensitive files as they are checked into GitHub in near real time (figure 1).

A similar search in commit comments containing the phrase `removing password` brings up page after page of examples of developers who caught and corrected their mistake. But remember the Internet is forever. That leaked secret remains in the repository’s history for all to see.

If a secret is exposed like this, change the password, revoke the token. Better yet, prevent this easy-to-make mistake in your DevOps pipeline by removing the possibility of using hard-coded credentials at all.

**Now stop managing credentials**

A secrets broker like HashiCorp’s Vault, Confidant, Keywhiz, etc., or similar services offered by cloud service providers like AWS, Docker, or Google Cloud offer a different approach to help deal with the growing problem of secrets sprawl as DevOps becomes the norm. These brokers not only reduce the attack surface by implementing secrets programmatically via short-lived tokens, they also take care of lifecycle management, freeing you from the time-consuming and error-prone chore of rotating passwords or keys by hand.

Secrets brokers like Vault provide an encrypted, single source of truth for secrets instead of spreading them across Jenkins Masters. It natively supports each of the authentication methods used by platforms mentioned here (AWS, Azure, and GCP) as well as some you might need in the future like Kubernetes, GitHub, etc. You can control much of this right from your Jenkins Grand Central Station with plugins that support secrets brokers like Vault.

**Role-based access control**

You probably already have access control on source code, maybe even enforcing roles to limit interaction between branches and locking down sensitive areas to a trusted set of developers. This protects the source code, but don’t forget to provide similar protections to binaries. They are intellectual property as well, not that far removed from source code thanks to decompilers and other reverse engineering tools like the NSA’s Ghidra.

No user, neither flesh-and-blood nor DevOps machine-to-machine accounts, should be provided more access than necessary.

Out of the box, most tools, especially artifact repositories like Artifactory, know nothing about your business. Default configurations are often designed to enable getting the tool up and running quickly rather than encouraging good security practices. Your first step with a new CI/CD tool should be configuring access to reflect the development workflow and users and systems that will interact with it.

Artifact repositories should have a minimum of three roles:

- Limited privileges intended for users and automation accounts for fetching artifacts for use in builds and orchestration tasks as read only.
- Limit privileges for destructive functions such as deleting artifacts to a separate administrative role.

---

• Administrators who are also users should be interacting with these systems with separate accounts to prevent costly mistakes.

Finally, log everything. DevSecOps combines a lot of distinct automation tools together. Things will go wrong and without detailed logs, finding out which tool(s) contributed and how is difficult to impossible.\textsuperscript{12}

**Now you may DevSecOps**

Now that the DevOps pipeline is no longer leaking source code, artifacts, and the credentials needed to delete the whole thing, the pipeline is secure enough to get down to the business of improving the security of the products being built there.

A pattern that has been successfully applied to adding functional and other tests to continuous integration pipelines for years can be just as successfully applied using security checks as well: don’t try to boil the ocean. Instead, organize all those tests that have been running through your head by a) the time it takes to run them, and b) their tendency to produce false positives.

Place those quick running, low false-positive ones in the pipeline to run on each code check. These are your security smoke tests, the most basic of sanity tests. They will catch simple problems that only waste developer, QA, and now security personnel time when they aren’t stopped early. One way to determine if a test belongs in this frequently run set of tests: If you don’t trust it enough to automatically notify developers or open defects, it doesn’t belong in that set of very frequently run tests.

Tests that take longer to run like dynamic application security scans or those that produce false positives still provide value but should done periodically, in a separate pipeline, perhaps weekly. For those long-running, less than-reliable tests, carve out those that can be run quickly. The key to maximizing the value DevSecOps provides is continuing to evolve the tests that are run and when. For example, static security scanning is fast but notorious for producing lots of false positives. But some of those tests are quite reliable and possible only in that context, like those that find hard-coded secrets in source code. Carve those high-value, low-noise tests out and move them into the pipeline where they will be run more frequently.

**Vendor tools part of, but not the complete solution**

Tool vendors talk a lot about the volume of tests available across the tools they sell because it demonstrates the value of investing in their products. But that tool was built to help a broad spectrum of customers with only the most generic knowledge of your products, environment, or customers. Enabling on each option on each test will generate more noise than value, leading developers to ignore the tests.

Start small with free tools like OWASP Zed Attack Proxy (ZAP) for dynamically scanning web application projects.\textsuperscript{13} Enable tests selectively. As you find tests that provide value, add them to the DevSecOps pipeline that make sense based on how much assistance the developer, operations engineer, or whoever will be acting on those results must perform. Some tests should be run on every code check-in, some once a week, some only before deployment.

**You can’t improve what you don’t measure**

Now that you’ve got security tests running, don’t let pass/fail be the only metric you gather. Use those measurements not just to identify problems as they are introduced into the codebase, but as an indicator of where the team needs help. When static code analysis routinely finds credentials and other secrets stored in source code (and checked into the repository), use this as an opportunity to educate those developers on more secure ways to use credentials, maybe extending a secrets broker like Vault into the application as well.

Additional value can be gained from these tests beyond individual results by looking for patterns in consecutive results. Also, when vulnerabilities found in scans are associated to defects, subsequent scans can be used to validate that the fixes submitted by developers actually resolved the vulnerability.\textsuperscript{14}

**Rushed DevSecOps Is Insecure DevSecOps**

DevSecOps offers tremendous opportunity to accelerate the software development life cycle while enabling consistent, constantly improvable deployment of infrastructure. Hastily implemented, or prematurely moving half-baked, even experimental DevOps implementations could expose your source code, infrastructure and customer data.

**About the Author**

Tony Rice, CISSP, is a DevSecOps architect at Cisco. He regularly speaks on effectively incorporating application security into DevOps and leveraging the data that it generates to not only find vulnerabilities but generate evidence of compliance across a multitude of standards. He may be reached at trice@cisco.com.

---


DevSecOps
A Systemic Approach for Secure Software Development

By Seetharaman Jeganathan

The author reviews how security processes can be effectively embedded in the DevOps model to increase the success of IT projects in an organization.

Abstract

DevSecOps (security DevOps) is relatively new in the field of information security. The fundamental idea aligns with the concept of having security as an integral part of the software development principles, processes, and methodologies. The DevOps model is rapidly being adopted by the technology industry in order to support the need for developing and releasing core business systems and applications to customers in much faster and reliable ways than the traditionally followed software development life cycle (SDLC) models. The security industry has adapted to the demand for DevOps by introducing relevant processes in the form of DevSecOps principles and methods without affecting the original intent of DevOps. The author will review how security processes can be effectively embedded in the DevOps model to increase the success of IT projects in an organization. However, this article is not meant to review how to adopt DevOps for its benefits when compared to traditional approaches.

DevSecOps is relatively new in the field of information security. There are several definitions for DevSecOps; however, the more relevant ones in my view are:

DevSecOps enables organizations to deliver inherently secure software at DevOps speed – Stefan Streichsbier—CEO & Founder, GuardRails

DevOps + Security = DevSecOps

Fundamentally, information security functions have been providing confidentiality, integrity, availability, and accountability services to information systems and infrastructure. These services are often referred to as primary goals for information security functions. The primary objective is to secure the overall IT systems and business functions to support the growth of the underlying business. But in traditional software development models, security is often viewed as an afterthought wherein security testing is mostly conducted during specific testing phases of the software development life cycle, which are usually planned far ahead (right) in the schedule; hence security comes into play at a later stage in the cycle. This paradigm is changed in the DevOps + Security model where security is pushed to the forefront as much as possible and advised to begin from the early stages of the software development cycle.

DevSecOps – a practical approach

DevSecOps expects change in the organization’s culture, behavior, and job functions of at least three different teams—development, security, and operations—wherein they are required to work together during all the phases of software development. Unfortunately, there is no one-size-fits-all model for all organizations. Hence, it is imperative for each organization to figure out how to adopt this evolving new practice, tools, and technologies and secure the overall software delivery model. In order to achieve this, an organization’s key elements such as people, process, and technology must change to adapt this shift in the culture. A conceptual model describes people, process, and technology as pillars building DevSecOps, supported by enterprise, IT, and security governance processes followed by the organization (figure 1).

People factor

Changes at the people/organization level is the first step in the journey towards accomplishing DevSecOps. In the traditional software model, different teams such as development, testing, and operations get involved during the specified cy-
cles and perform their tasks in a sequential fashion. To adopt DevSecOps, we need to break these silos and make these teams collaborate from the very beginning of the development cycle.

Build a culture of security by educating the teams involved about the negative impacts of security breaches on the organization and develop the responsibility of adopting security as a foundational requirement for software development. Security cannot be compartmentalized as the responsibility of just a few security team members, but rather it is the collective responsibility of developers, testers, and operations along with the IT security team (figure 2).

Figure 2 – DevSecOps team

This cultural shift is not going to be easy to make and succeed in its first attempt. It needs to begin with buy-in support from leadership by building an unambiguous business case with references to case studies, benefits, and ROI factors. Without leadership support, any cultural changes be in vain. Even after garnering the support, it is not advised to adopt the “go big or go home approach.” For example, if an organization is running a mission-critical IT project to support its business functions, it is not advised to switch from traditional to this advanced model right in the middle of the project as it probably won’t lead to success due to the various challenges involved. Instead, train the resources for this new model and run a smaller project to roll out the changes in the development processes. Learn from success and failures and reward the teams based on their performance and achieving desired outcomes. It is important to understand that DevSecOps adoption doesn’t have to be at the entire organizational level from the beginning; instead it can begin with a focused group and slow rollout across several business units [4][5].

Process factor

Changes in IT & business processes come next and are vital for successful adoption of DevSecOps in an organization. Each organization is unique, depending on the IT environment complexity, architecture preferences, technology stack, risk tolerance levels, and operational maturity. Hence, changing and adopting any new processes, principles, and methods must go through careful planning, analysis, and iterative phases to successfully roll out the changes. Figure 3 shows the shift in the development process from Waterfall to Agile to DevSecOps and the reduction in the application development life time, which is a prime benefit of this change adoption.

In DevOps, everyone must focus on the customer, delivering the needs of the customers in a continuous integration and continuous delivery (CI/CD) fashion. But traditionally, security teams focus on security-centric goals to make the organization compliant with regulations and privacy laws. If security hinders the DevOps speed of CI/CD delivery model, then it will impact the success of the customer-centric delivery model. This is why security is expected to collaborate and become an integral part of the DevOps teams. Whether security adopts the concept of DevOps, or DevOps embraces security, the goal here is to deliver secure products/projects at DevOps speed. There is no hard and fast rule in defining the DevSecOps process for an organization. However, establishing a process model will lead to the next
Security design and engineering services ensure that the products and services developed by the DevOps team comply with security best practices, regulations, standards, and laws and achieve data privacy and protection. Security requirements are carefully analyzed and properly designed during the requirements and design phase. In addition develop threat modeling (simple and complex) and implement controls during the coding stage, for example, implementing controls to prevent SANS 25 and OWASP Top 10 vulnerabilities for web-based applications.

Complex threat modeling is essential for business-critical systems to predict different possible attack vectors and to plan the system to be “fail safe” with no exposure of critical system data.

As security becomes a continuous part of the DevOps cycle, it can be referred to as a continuous security (CS) pipeline. Let’s focus on this continuous security pipeline and build a process model (logical architecture) for implementing DevSecOps for any given organization. Figure 4 describes a conceptual DevSecOps process model. In effect, the process model has the following essential features:

- Continuous integration (CI)
- Continuous delivery (CD)
- Continuous security (CS)

In the proposed process model, the continuous security approach offers the following key services to the DevOps ecosystem.

(1) Security design and engineering

Security design and engineering services ensure that the products and services developed by the DevOps team comply with security best practices, regulations, standards, and laws and achieve data privacy and protection. Security requirements are carefully analyzed and properly designed during the requirements and design phase. In addition develop threat modeling (simple and complex) and implement controls during the coding stage, for example, implementing controls to prevent SANS 25 and OWASP Top 10 vulnerabilities for web-based applications.

Complex threat modeling is essential for business-critical systems to predict different possible attack vectors and to plan the system to be “fail safe” with no exposure of critical system data.
Secure coding is a development practice in which security-related weaknesses, defects, and integration errors are addressed by following the established simple and complex threat models, for example, applying controls for input validation, session management, user credential validation, user access control, data protection and privacy, logging, API security, detecting security misconfigurations, etc. while coding the software modules [3].

(2) Security testing

Security testing is the next critical facet of DevSecOps, where the software modules go through various testing cycles for quality assurance. Security testing should not only focus on the software modules but also the end-to-end pipeline, live production systems, infrastructure, databases, middleware components, and all integration points to protect from security attacks originating from any of them. When it comes to testing, it must differ from the traditional manual testing approach by adopting automation wherever possible.

The security team must collaborate with developers in testing the software modules for common vulnerability exposures such as SANS 25 and OWASP Top 10 to make sure that the security basics are followed and assured for quality. Over time these testing processes must be automated against CI/CD pipeline and all the defined test cases—functional and security—must pass before the code moves to the live production environment. Source code analysis or static application security testing (SAST) is a common process followed in analyzing the source code of software modules to detect commonly known security flaws and misconfigurations.

Developers and security teams must collaborate to integrate source code analysis into the integrated development environment (IDE) setup where coding is done to develop software modules. Likewise, dynamic application security testing (DAST) and interactive application security testing (IAST) are primarily focused on securing web applications against several known vulnerabilities before being released to the live environment. Developer, tester, and security teams must work together in implementing these mandatory testing cycles in an automated fashion in the DevOps pipeline [8][9].

The other two facets, security monitoring and security risk management are just not specific to DevSecOps but are commonly followed security principles that would add value in DevSecOps.

(3) Security monitoring

Security monitoring focuses on live and offline analysis of logs created in the live systems, infrastructure, and applications for known attacks and vulnerabilities and alerts the security team in order to respond to security incidents/loopholes. This also provides forensic capabilities when critical security incidents are being investigated. Intrusion detection, intrusion prevention, incident response, forensics analysis, etc. aren’t any different for DevOps. But, they must be integrated into the process.
(4) Security risk management

Similarly, security risk management is a continuous process where security risks are analyzed and mitigated by applying cost-effective security controls. However, even risk management must work together and support the cycle at DevOps speed and not hinder the process. A lightweight approach or rapid risk-assessment (RRA) is preferred over the traditional approach for DevSecOps. Tailor the organization risk management process to DevOps and ensure the threat modeling process is handled effectively and that all applicable threats are addressed before the software module is released to the production environment. Where applicable, adopt some of the widely used threat modeling methods such as STRIDE (spoofing, tampering, repudiation, information disclosure, denial-of-service, elevation of privilege) and DREAD (damage potential, reproducibility, exploitability, affected users, discoverability) by Microsoft to support the threat modeling processes and quantify the risks to the organization for releasing vulnerable software to the live environment [6][10].

Technology factor

After the people and process pillars are defined, the focus should be on defining the technology stack to support the shift to DevSecOps adoption. We shall focus more on security considerations, tools, and technologies in this section. There are a good amount of options to choose from a wide variety of open source tools as well to support the DevSecOps technology stack. But it is important to compare and contrast the capabilities between open source and commercial products so as to make informed decisions on what is good and cost-effective for the organization. Figure 5 shows a typical DevSecOps pipeline in multiple stages until it is released to the live environment.

Security considerations for the plan through operate stages of DevSecOps are outlined below. These are not exclusive or limited to what is called out but just a reference to develop further. We have the opportunity to adopt industry standards such as ISO 27002, NIST SP800-53, or others as a starting point and tailor to what will best fit for the organization.

Plan

This is the stage where security requirements and design are done for software development and securing the entire DevOps life cycle.

- Start with a high-level rapid risk assessment for the new release and quantify the risks by evaluating the threat models.
- Plan and secure the DevOps lifecycle tool, typically web-based tools such as GitLab, Azure DevOps, etc.
  - For example, secure access points based on role- or attributes-based access control models.
  - Protect user logon by integrating with company federation (identity provider) and web-access management tools if exist, otherwise with a compensating control to meet the requirements.
  - Apply 2FA/MFA based on the criticality of the environment and systems.
  - Ensure user access keys, privileged service accounts, API keys, etc. are protected properly with privileged account security tools if exist, otherwise with a compensating control to meet the requirements.
  - Define infrastructure protection controls and enforce segregation of duties. For example, developers don’t need access to the live environment, only the operations team [1] [11].

Code

- Apply secure coding practices, integrate SAST tools (OWASP SonarQube, Fortify, Veracode, Checkmarx, etc.) in the IDE tools (Eclipse, IntelliJ, Visual Studio, etc.).
- Enforce industry-followed secure-coding practices (e.g., OWASP and CERT) at this stage.
• Train developers to adopt security principles such as confidentiality, integrity, availability, and accountability while coding software modules.
• Conduct peer code reviews wherever applicable.
• Design and develop unit test scripts focusing on security along with functional unit testing of the modules, for example, input validation to prevent SQL injection attacks.
• Eliminate the use of vulnerable components from the beginning. For example, if adopting open source technologies, understand if it is being supported by an active working group to address any known vulnerabilities. Otherwise it is not advised to adopt them in the development tasks [1][11].

Build
This is the stage where software modules are checked into the source code repository and made available to package and bundle for deployments into next environments such as QA, user acceptance testing, pre-production, and production.
• Ensure best practices are followed in segregating the repository by branching it to production vs. non-production environments.
• Apply access and separation of duties controls to make sure developers aren’t changing code directly in any higher branches but changing in development and passing all the required functional and security testing.
• Adopt industry-followed automated tools for building and packaging software modules (e.g., MSBuild, Maven, Gradle, etc.). Avoid manual intervention as much as possible.
• Adopt native access controls offered by the source code repository tools to prevent accidental misconfigurations, deletion of source code, and dependency errors.
• If leveraging public/private-hosted repositories such as GitHub, Git, GitLab, BitBucket, etc., additional controls are required for user access controls. Scan for privileged credentials such as password and keys to avoid security mishaps. There are known security breaches due to security misconfigurations at this stage.
• Apply 2FA/MFA to protect unauthorized access to code repositories from all the access points (web layer).

Test
Security testing is a major difference between traditional and DevSecOps development methods. Even though unit-level security testing is done by developers, extensive system and integration testing occurs at this stage to prevent various security flaws in the software modules. Security teams at this stage are referred to as blue team and red team, where red team focuses on offensive testing and blue team focuses on preventing attacks from the red team.
• Web application security scanning—leverage known tools, open source and/or commercial—to scan the built modules for known web application vulnerabilities. This is commonly referred as DAST and IAST testing techniques. There are wide range of tools to leverage for application security scanning and recommendations to fix common vulnerability exposures (e.g., OWASP ZAP, IBM AppScan, Veracode, Qualys, etc.) [8][11].
• Fuzzing tools (Radamsa, AFL, Burp Suite, ZAP etc.) that follow fuzzing techniques for negative testing and validating the behavior of software modules [11].
• Penetration testing (red team) – this is typically done by an external party with legal understanding with the orga-
for increasing the trust of containers before publishing to the storage hub [11].

• Ensure post release and deploy validation is automated to scan for common vulnerabilities such as credentials compromise, security misconfigurations, vulnerability scanning before and after release and deploy cycles. If a critical vulnerability occurs post new release, then roll back the changes immediately and fix the vulnerability before making it live.

Operate

This stage is last but not least. The operations team is heavily involved in this stage rather than the developers and testers. However, the security team is actively involved in continuous monitoring, analysis, and protection for the live-run environment, whether it is on the customer data centers or public/private cloud-based deployments.

All standard security considerations and operations controls apply here regardless of DevSecOps or any traditional method of software development cycle. Continuous security operations such as log analysis, incident response, forensic operations, intrusion detection and prevention, and post mortem analysis are some of the key considerations at this stage.

Technology factor – Selecting tools and technologies

DevSecOps is an emerging field with various tools and technologies available to support the process and principles. However, selecting the right tool sets could be a daunting task for any organization, and it heavily depends on the organi-
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zation’s technology adoption, training culture, and support from leadership. DevSecOps doesn’t have to be an organization-wide initiative from the beginning but rather may be a small initiative from one or more of the business units and slowly expand to the entire organization based on the success and failure in the process adoption. Learn from mistakes and go through maturity cycles to figure out what would work better for your organization. As there is no one-size-fits-all, a sample is given in figure 6 of how various tools and technologies support the DevSecOps ecosystem.

Netflix’s DevOps adoption case study is a personal inspiration and I am a fan of the “Simian Army” project where chaos techniques and tools are used to create havoc in the production environment and work backwards to prevent total shutdown. Adopt these principles in your journey as applicable [7].

Conclusion

As we have reviewed so far, DevSecOps is a cultural shift where people, process, and technology elements must embrace change and work together. Success or failure depends on how committed the teams are in the overall process. Starting from conceptualization through implementation, DevSecOps needs diligent effort from several teams to be successful. It is not a bad thing to fail but learn from mistakes and prevent them from re-occurring. By applying layered and continuous security for DevOps, it is mostly certain that any organization can successfully roll out this process and gain the envisioned benefits.
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As a relatively new discipline, information technology has encountered growing pains that are reflected in real-life situations. For example, at a recent organizational meeting (of a business that will remain unidentified), the information technology (IT) security department wanted to implement a “VM” program. A junior member of the IT department, believing he understood the IT security department’s intention, showed initiative by starting a request for proposal (RFP) for VMWare and several other virtual machine (VM) vendors. But the security department wanted a vulnerabilities management (VM) program, not a virtual machine (VM) program. All the time and effort spent on the RFP was wasted, and worse still, morale and the relations between the junior member of the IT department within his own department and with the IT security staff were damaged.

IT security is an inherently interdisciplinary practice, as customers, business area experts, project managers, and IT developers all have different knowledge, skills, applications, and processes that integrate with IT security [10][11]. This creates an amalgam of terms, acronyms, and concepts potentially causing confusion. Given the evolving nature of terminology, the authors demonstrate how traditional communication strategies need to be reinforced to ensure that the knowledge of organizational stakeholders does not hinder organizational security efforts.

compounding the differences in background are the goals of different security stakeholders. Customers, business managers, project managers, IT developers, and security analysts are all drawn together through products or services. However, customers, business managers, project managers, and IT developers can typically point at a single product or service and claim that project is “finished,” “released,” or “done.” This perspective is in contrast with most of IT security that is recognized as a fluid and dynamic process [15]. While a specific security-related project may be completed or sunset, security is almost never “finished,” “released,” or “done.”

This leads to the essential research question of this article: how can security practitioners start to limit communication errors among a diverse group of stakeholders surrounding organizational IT security? Entire books, university courses, and fields of study address communication problems. There is no “silver bullet” that a single article can provide for this monumental challenge. Through the examination of interdisciplinary research and research with a similar tangled group of stakeholders, this article presents three ideas to reduce communication errors: build an organizational glossary, integrate terminology into existing meetings to reinforce terms, and build a culture of communication to provide some starting points to bridge communication gaps.

By Delmer Nagy, Herbert Gomez, and Christopher Copeland

IT security is an inherently interdisciplinary practice. This creates an amalgam of terms, acronyms, and concepts potentially causing confusion. Given the evolving nature of terminology, the authors demonstrate how traditional communication strategies need to be reinforced to ensure that the knowledge of organizational stakeholders does not hinder organizational security efforts.
Build a glossary

Doctoral students can relate to the section of their dissertation where they have a glossary of terms. This helps to put all readers of the work on common ground. Perhaps the confusion of a “VM program” could have been avoided by labeling the initiative a VMP, the more commonly accepted abbreviation of vulnerabilities management program. But the disruptive nature of information technology, to rapidly change, to introduce new functionality that can bridge multiple functional silos, and to use new standards, often introduces new terminology or re-uses existing acronyms.

The oldest and most common problem in interdisciplinary research is “talking past” stakeholders, or using a term or phrase that has a different meaning for each stakeholder [3]. As illustrated above, VM can easily take on multiple meanings when different roles need to work together [1]. To overcome similar confusion in terminology, academics who have worked on interdisciplinary teams suggest creating a common dictionary, or glossary, for terms [1]. While it may seem easier and quicker to use a third-party glossary, the question invariably becomes “Which one?”

Cybersecurity glossaries are linked to cybersecurity standards. To the uninitiated, the sheer volume of information about cybersecurity standards can be intimidating [2][26]. The amount of information is, ironically, due to how a cybersecurity standard is defined—with a common definition being “...techniques generally set forth in published materials that attempt to protect the cyber environment of a user or organization.” This definition classifies any published material as a standard, from abstract-guiding documents to specific actions on individual pieces of hardware or software. To reduce the amount of information about cybersecurity standards, governmental or standard setting organizations’ cybersecurity standards are often identified as cornerstone standards.

Even within this narrower group, there are many government standard-setting organizations that provide cybersecurity standards [19]. Globally, there are different perspectives between standard setting organizations [9]. But each organization represents specific stakeholder groups and provides standards for specific contexts [8][22]. For example, the International Standards Organization (ISO) and International Electrotechnical Commission (IEC) have developed cybersecurity standards to facilitate international trade. Another example is the North American Electric Reliability Corporation (NERC), which provides cybersecurity standards for power system owners and operators.

Additional standards that are far reaching and encompassing for commerce are standards that have been implemented by various private industries. The Payment Card Industry (PCI), a working body representing the major credit companies worldwide, sets standards for security compliance in the use and storage of credit cards for commercial credit transactions. The PCI-DSS is not a government standard, rather an industry-centric initiative for data protection complete with terms, conditions, and penalties for data breaches. PCI-DSS applies to any organization that uses credit card transactions globally. There are other governing bodies outside the United States. The European Union (EU) General Data Protection Regulation (GDPR) went beyond the suggesting of best practices or standardizations and regulated privacy and data protection at a legislative level. The EU body in charge of cybersecurity, ENISA, developed the frameworks for general data protections and information assurance.

One organization that has the potential to align these governmental standards setting organizations is the National Institute of Standards and Technology (NIST), which operating under the umbrella of the United States Department of Commerce is charged with promoting innovation and industrial competitiveness. But instead of setting a single, definitive cy-
An extreme example could be the interpretation of access control, definitions of which range from including physical to digital limitations for systems.
Finally, by starting a regular meeting with a short, rotating presentation, every group will have an opportunity to practice its communication skills. While presenting in front of peers can be perceived as a burden or chore, it is up to leadership to facilitate this process. This can help to remind individuals or small groups that they are a part of a larger team. How can communication improve without opportunities to communicate? Encourage out-of-the-box thinking and presentation methods for these definition presentations.

Building a culture of communication

Interdisciplinary research has a relatively short-term focus; these studies are typically limited to a single survey or a brief series of projects. The technology industry can be very similar; it is project oriented, fast paced, and part of this pace is employee turnover. Any effort to reduce communication errors between organizational stakeholders that doesn’t account for employee turnover has a major oversight. While many factors influence employee turnover, drawing on a role theory perspective, an “Onion Approach” (see figure 1) is recommended to reinforce a culture of communication [14][25].

An expectation would be for “inner core” remembers—area leaders or individuals with five or more years of experience—to lead the glossary effort to identify and present new terms. While the beginning of mandatory meetings presents an ideal opportunity to introduce new terms, communication is a fluid and dynamic process. New terms can, and often are, introduced through emails and other communication. Integrate terminology into existing meetings The power of an organizational glossary, to standardize the meanings of terms, is magnified by processes that reinforce that content. It is logical to speak with leadership and see if they will allow for the first few minutes of a regularly scheduled meeting to cover terms and build an organizational glossary. For example, we suggest presenting a relevant term at most staff meetings. This quick overview should identify where the term is used within the organization, why the term is important, and who the term affects. By formally presenting the terms one or two at a time, the glossary of an organization will be expanded at a reasonable pace. If the presentation of a definition is held until the last part of a meeting, participants can get antsy—wanting the meeting to be over. A quick terminology overview seems most appropriate at the beginning of the meeting.

**Figure 1 – “The Onion Approach” to sourcing glossary presentations**

<table>
<thead>
<tr>
<th>The Outer Layer</th>
<th>External parties invited to present</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Middle</td>
<td>Individuals with fewer than 5 years experience (Opportunity to learn)</td>
</tr>
<tr>
<td>The Inner Core</td>
<td>Leadership and individuals with 5+ years experience (Source for terms and presentations)</td>
</tr>
</tbody>
</table>
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Changing the DevOps Culture One Security Scan at a Time

By Jon-Michael Lacek

This article discusses the ideology of information security being a roadblock when it comes to DevOps project management and execution and demonstrates that available pipeline plugins do not introduce significant delays into the release process and are able to identify the vulnerabilities detected by traditional application scanning tools.

Abstract

This article discusses the ideology of information security being a roadblock when it comes to project management and execution. This mentality is even further solidified when discussing information security from a DevOps perspective. When an information technology (IT) security team has to manually obtain the application code and scan it for vulnerabilities each time a DevOps team wants to perform a release, the goals of DevOps can be significantly impacted. This frequently leads to IT security teams and their tools being left out of the release management life cycle. This article demonstrates that available pipeline plugins do not introduce significant delays into the release process and are able to identify the vulnerabilities detected by traditional application scanning tools. The art of DevOps is driving organizations to produce and release code at speeds faster than ever before, which means that IT Security teams need to figure out a way to insert themselves into this practice.

Introduction

The DevOps process is steadily gaining popularity throughout organizations; however, IT security continues to remain absent within the process. There have been several studies, such as the Ponemon Institute survey [6] that indicate the security tools available are too complex to integrate into a DevOps release pipeline or that they cannot perform an adequate security assessment compared to the stand-alone appliances.

In organizations where application security assessments are being conducted, they are traditionally assessed towards the end of the project plan as one of the final steps before the application is scheduled to be released. The IT security team will obtain the source code to perform static code analysis, followed by a dynamic assessment, which is typically managed in a certification environment where the application has been built and deployed. The results of these scans are then compiled and presented to the application developers. At this point, the development team and security team collaborate to understand the vulnerabilities presented in the document, determine how to correct them, and finally, estimate how quickly they can perform remediation. Project managers and business stakeholders have a decision to make: delay the application release in order to allow developers time to remediate, place compensating controls around the discovered vulnerabilities, or accept the risk that the known vulnerabilities present to the organization.

When organizations involve the IT security team early in the software development life cycle, the overall risk to the organization is significantly reduced. One solution for early integration is to configure scanning tools to be utilized in the DevOps pipeline build-and-release process. Not only will security teams be involved from the beginning, but this integration will now produce a continual feedback loop for developers each time they check their code back into their code repository. Since this option is available in the most common release pipeline tool sets such as Jenkins, Azure DevOps, or AWS, why has the practice of securing an application not become a standard exercise across all organizations with a DevOps culture?

The research presented in this paper will evaluate the work effort needed to integrate some of the existing application scanning extensions available in the most frequently used DevOps
pipeline release products. It will also evaluate the quality of scanning that they provide compared to the tools used in a traditional source code and dynamic analysis engine.

**Impact of the DevOps Culture**

The digital transformation is well underway across all business verticals, and the culture of DevOps is at the heart of the movement. High performing organizations, such as Google, Amazon, Facebook, Etsy, and Netflix, are routinely and reliably deploying code into production hundreds, or even thousands, of times per day using the continuous integration/continuous deployment (CI/CD) methodology [3]. How do organizations continue to create new applications or integrate feature enhancements to existing applications and deliver them at such a rapid pace all while ensuring the deployed code does not contain any vulnerabilities? A continual feedback loop is the cornerstone of the Agile development process. Therefore, when executed correctly, developers will continually receive feedback on the vulnerabilities present in their code. This new feedback loop will slowly change the security mind-set of the developers, consequently making secure coding a fundamental and sought-after skill within the organization, thus creating a culture commonly referred to as DevSecOps.

This article demonstrates that the complexity of integrating the necessary tools in a CI/CD pipeline is no greater than the time or expertise needed to provide a security assessment of a web application when performed independently of the deployment of that same application. Moreover, “when security is integrated into the DevOps culture, high performing teams spend 50 percent less time remediating security issues than low performers. This is because they build security into the SDLC in contrast to retrofitting security at the end” [1].

By enabling the automation of static and dynamic analysis tools in a release pipeline, development teams automatically receive the vulnerability information present within their code each time the application is checked into its repository or sent through the build and release pipelines. The time savings realized when utilizing this process is two-fold. First, developers will be able to deploy applications or feature releases quicker as their secure coding skills increase. Security analysts can now spend their time on dynamic assessment, ethical hacking, or red teaming instead of continually configuring tools to scan applications. Perhaps the greatest benefit isn’t the time savings itself, but rather that application scanning is taking place daily, at minimum, rather than only during the times IT security teams are made aware of application or feature releases, and is given the appropriate amount of time to assess those deployments.

A sample pipeline example has been constructed as shown in figure 1. This example is considered to be the traditional pipeline configuration without the integration of security scanning extensions. Figure 2 depicts an example configuration with two additional stages included that initiate the application scanning extensions discussed below.

**Research method**

**Lab design**

This research is being conducted using the Microsoft suite of tools available in the Azure cloud. An Ubuntu server has been created to host the application WebGoat, “a deliberately insecure web application” [4] that will be used as the application to evaluate the Azure DevOps pipeline extensions capabilities. The testing will include both static code analysis along with dynamic application scanning aspects that IT security analysts typically take when evaluating the overall security of a web application that is ready for consumption by the customer. Static code analysis will be conducted during the build process, while the dynamic application scan will take place during the release pipeline.

**Testing methodology**

**Establishing a build and release baseline**

Establishing a baseline requires measuring the time it takes to build and release the WebGoat application without tying in any security extensions. Security extensions such as SonarQube and ZAP will be integrated into the pipeline configurations to automatically evaluate the application from a static code analysis standpoint, as well as a dynamic analysis standpoint while it is in the process of deployment.

The first phase in the pipeline release process involves the build of the application. The WebGoat application files have been downloaded and stored in a Microsoft Azure Git repository. The build pipeline is configured to reference this code repository and compile the application. Capturing the time to build WebGoat without any static code analysis taking place establishes the baseline. The Microsoft Azure DevOps pipeline interface provides timings for each step in the build process, which takes approximately 3 minutes and 29 seconds to compile, as shown in figure 3 (next page).
ZAP tool is configured to point to the URLs and perform a spider of the sites, followed by an active scan. Table 1 shows the results obtained.

Table 2 documents the results of the active application security scan of both applications in the Docker container.

Automatic build integration

With the baseline timing to build the WebGoat application established, it is time to gather statistics indicating how much additional time static code analysis tests take when integrating with a build pipeline. The original build pipeline configuration referenced above has been modified to incorporate SonarQube extensions: “SonarQube is an open source product for continuous inspection of code quality” [2]. Since WebGoat is a Java-based application, SonarQube was chosen as the Azure pipeline extension to utilize. OWASP has additional static code analysis applications.1 The list presented on the OWASP site provides the available coding languages that are supported by each tool.

When this build process starts, three additional steps are added to the pipeline. These steps add an additional 75 seconds in this build pipeline. The steps required to prepare SonarQube and reconfigure the build pipeline to publish the testing results to the SonarQube portal cannot be captured systematically. The steps needed for initial integration include deploying a SonarQube server or virtual instance of SonarQube, configuring a new project within SonarQube, and obtaining the necessary code snippet that is needed for configuration into the build pipeline for integration. Deploying and configuring a SonarQube server is a one-time setup. Configuration of each project pipeline that organizations are looking to integrate occurs once per project. After connecting the SonarQube project within each application pipeline, developers now have the benefit of continually receiving feedback about their code immediately after the completion of the build process.

Once the SonarQube extension has been configured to integrate with the build pipeline, the build is initiated and then completes, which subsequently publishes the results of the static code analysis to the SonarQube project page. Developers now have an extremely easy-to-use tool that describes what the problem is, why it is a problem, and the location of that problem within the code.

This summarized view of issues within the application are determined as the SonarQube extension evaluates the application and documents any piece of code that breaks a coding rule within its analysis. The evaluation of the application’s code is broken down into one of three categories: bugs, vulnerabilities, and code smells [7]. While the scores will be interpreted differently across organizations, it is important to note that the developer now has a tool that provides immediate feedback each time the code is built. Tools like SonarQube help organizations move towards a DevSecOps culture.

The application is then deployed using the Azure DevOps release pipeline configuration to a virtual server in the Microsoft Azure cloud. When initiated, this process takes approximately 28 seconds, as shown in the figure 4.

Establishing an application scan baseline

At this point, the application is running in a container on a VM. The installation of the OWASP Zed Attack Proxy (ZAP) takes place on a second virtual server running in the Microsoft Azure portal. The configuration of the proxy is then conducted to reference the WebGoat application previously installed and referenced above. This process is what is typically involved in a traditional means of dynamic application scanning where IT security analysts are provided with the web application URL for configuration and analysis within the application scanning tool.

The WebGoat application is composed of two websites: WebGoat and WebWolf, which interact with each other. When the ZAP tool is configured to point to the URLs and perform a spider of the sites, followed by an active scan. Table 1 shows the results obtained.

Table 2 documents the results of the active application security scan of both applications in the Docker container.

**Table 1 – Baseline application scan results**

<table>
<thead>
<tr>
<th>Vulnerabilities</th>
<th>Critical</th>
<th>High</th>
<th>Medium</th>
<th>Informational</th>
<th>Total # of URLs</th>
</tr>
</thead>
<tbody>
<tr>
<td>WebGoat</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>WebWolf</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
</tr>
</tbody>
</table>

**Table 2 – Baseline vulnerability scan results**

The research conducted here demonstrates easy-to-accomplish steps to start integrating security tools into the DevOps application development pipelines. Once integration is concluded, security analysts have the ability to continue to enhance the scanning capabilities and the actions taken as a result of those scans. This configuration brings security into the CI/CD pipeline process by allowing them to continue to build upon the basic scanning tests conducted in this research. Much like the developer of the applications utilizing a CI/CD pipeline, the security analysts responsible for integrating these extensions will continually be able to introduce enhancements in the form of advanced application checks. These checks would be configured similar to how developers configure integration tests in their release pipelines.

Although there is no significant difference in time between the traditional application scanning configuration versus the initial CI/CD configuration, a notable amount of time will be saved from that point on. Since the execution of the application scanning extension will be performed each time the application is deployed, there are no future time requirements involved. On the contrary, notification of each release must include IT security, giving them time to analyze the new code if organizations continue to use the traditional method of analysis. Historically, IT security teams are left out of future releases to existing applications, which can present a significant risk to the organization if vulnerabilities are introduced to the code.

An important point to note is that organizations would need to adopt a mentality that the integrated application scanners in the CI/CD pipeline would be evaluating the most common, well-known vulnerabilities and common coding mistakes. Understanding this would allow security analysts to dedicate more time to the in-depth functionality testing of the application while knowing that the baseline scan remains consistent during each scan.

**Taking it a step further**

As organizations continue to mature in their DevOps initiatives, the capabilities within their pipelines continue to grow. Maturity comes in the form of unit testing that is built out to ensure functionality within each aspect of the code or in the logic of the gates between each stage in a pipeline. Incorporating this mentality from a security perspective requires a strong partnership with the development team whose goal continues to be to deploy application and feature updates regularly.
A good starting point would be the integration of the analysis tools into the pipelines without impacting the build and release functionality. This step would be to gain visibility to the vulnerabilities and poor coding practices that exist in the application. When development teams have had a chance to review the output of the scans and consult with security analysts to understand and correct the vulnerabilities, a decision should be made to implement a gate that would fail the progression to the next stage in a pipeline, should a vulnerability be detected.

DevOps pipelines have a wide variety of control mechanisms within them that control the progression of an application through the pipeline. The concept of gates, which are configured to control whether or not the next stage of the pipeline can start, should be utilized as a maturity mechanism. As organizations begin introducing the security tools into their release pipelines, they could decide to configure the extensions passively. Using this methodology, organizations can automate the analysis of the source code and the scanning of the application, all while still allowing the release of the product to the customers. Reports are generated as a result of the security extension integration, allowing development teams time to review the vulnerability reports. Developers and security analysts can then prioritize them accordingly within their backlog of work.

An additional benefit of integration within a CI/CD pipeline is for applications that are not released on a regular or frequent cadence. Security analysts could work with the developers to set a scheduled release, which would trigger the application scan extensions. This re-occurring schedule would not impact the functionality of the application since the source code has not changed. Many of the dynamic code analysis tools are continually developing the tests that are executed within their scans to look for the up-to-date vulnerabilities discovered in the wild. For example, after the identification of the Heartbleed vulnerability, the ZAP community configured tests into the active scanner functionality to test each application it scans for its presence. If a pipeline is configured using security extensions and is set to release on a regular schedule, even if there have not been any changes to the code, developers would be notified if their application is vulnerable to the newly discovered vulnerability.

Another benefit of integrating security tools in the CI/CD pipeline is how the notification of vulnerabilities within an application can be configured. Many of the extensions have built-in functionality that integrates back into the tools that Agile teams use to manage their work. For example, in the Microsoft Azure DevOps tool sets, security analysts have the option of automatically creating work orders or bug items for each detected vulnerability and placing them in the developer’s list of backlog tasks. Using this capability will help drive the adoption of integrating security into the DevOps culture. Developers will be far more likely to address the vulnerabilities within their code if they don’t need to take manual steps to review and understand the discovered vulnerabilities. The extensions available provide the details about the vulnerability, which include resources on how to correct them.

**Conclusion**

Changing the culture in any organization involves the commitment of multiple teams and doesn’t happen overnight. With the tools available today and the desire to continually
release applications or feature updates to existing applications at an increasingly rapid pace, the IT security community must help keep those applications, and the data they process, safe and secure. By leveraging the available CI/CD pipeline extensions, organizations can start integrating a security mind-set in the DevOps process and put secure coding at the forefront in the minds of the developers. Achieving this must and can be accomplished without forcing developers to abandon the CI/CD tools they are accustomed to today.
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The Python Programming Language: Relational Databases

By Constantinos Doskas – ISSA Senior Member, Northern Virginia Chapter

This article continues our discussion on database programming. In previous lessons we learned how to create SQL database tables, how to create INNER and LEFT JOIN, and how to ORDER the queries of tables by one or more columns. In this session we will learn how to combine data of multiple like tables and queries and create detailed or summary reports.

The business scenario

A company has multiple office/branch locations, and each location maintains a database of equipment that comprise the company’s network. You are working for the VP of the network and security department. Every quarter you must create a report that lists all the network and security equipment that are owned by the company. Your superiors also want a summary of the types of equipment in use.

Available data

The company operates in three states/locations: Washington metro, New York, and Los Angeles. Each location maintains a database with tables related to network equipment and configuration. To complete this task we must join data from these three locations into one table. Then, we will use this table to complete our task. Local administrators provided us with read access to three tables: security_appliances_DC, security_appliances_NY, security_appliances_LA.

In SQL methodology a UNION of two or more tables results in a union of unique records (rows) and a UNION ALL results in table of all data from the tables involved. Therefore, a UNION ALL may result in duplicate records (rows).
Based on the above information a UNION ALL will give us data for the detail report and UNION will provide us with the data needed for the summary report.

Solution
The SQL statements that we will use have the following structure:

```
CREATE TABLE New_Table_Name AS
    SELECT column1, column2, column3
    FROM Table1
    UNION ALL
    SELECT column1, column2, column3
    FROM Table2
    UNION ALL
    SELECT column1, column2, column3
    FROM Table3
```

```
CREATE TABLE New_Table_Name AS
    SELECT column1, column2, column3
    FROM Table1
    UNION
    SELECT column1, column2, column3
    FROM Table2
    UNION
    SELECT column1, column2, column3
    FROM Table3
```

Note that the tables that are in use in each location may have columns that are specific to the location. To avoid having issues merging the tables we have to select only the columns that are common and have the same type of data.

Here is the listing of the code:

```python
# -- -------------------
# -- SQLite database and Python
# -- Constantinos Doskas
# -- Fall 2019
# -------------- Topics -------------
# - 1. Table Merging, using UNION and UNION ALL
# -- -----------------------------
# -- Import the sqlite3 module
import sqlite3
# -- Create a reference variable and open the database
dbase=sqlite3.connect('UNION_EXAMPLES.db')
# -- A. Create a cursor
# -- It will be used to execute database statements
mydbCursor=dbase.cursor()
# -- B. Remove equipment table if exists
mydbCursor.execute("DROP TABLE IF EXISTS select_DC")
mydbCursor.execute("DROP TABLE IF EXISTS select_NY")
mydbCursor.execute("DROP TABLE IF EXISTS ex1_union")
mydbCursor.execute("DROP TABLE IF EXISTS ex2_union_all")
mydbCursor.execute("DROP TABLE IF EXISTS ex2_union_all_orderby")
mydbCursor.execute("DROP TABLE IF EXISTS ex2_union_all_orderby_desc")
mydbCursor.execute("DROP TABLE IF EXISTS ex2_union_all_orderby_asc_desc")

# -- list_of_tables=['security_appliances_DC',
#                    'security_appliances_NY','security_appliances_LA']
# -- The following 'for' loop will assign the value False if one of the
tables (...DC NY or LA)
# -- does not exist. The program will not run unless all three tables are present.
may_continue=True
for aTable in list_of_tables:
    # --
    mydbCursor.execute(
        "SELECT * FROM sqlite_master WHERE type='table' AND name='{}'",
        format(aTable))
    ans=mydbCursor.fetchone()
    if ans==None:
        print('Table',aTable,' not found')
        may_continue=False
    # -- C.
```
if may_continue:
    print('Merging and processing tables')
    mydbCursor.execute('"
    CREATE TABLE select_DC AS
      SELECT appliance_type, appliance_model, mfg
     FROM security_appliances_DC
    ""
    mydbCursor.execute('"
    CREATE TABLE select_NY AS
      SELECT appliance_type, appliance_model, mfg
     FROM security_appliances_NY
    ""
    # -- UNION combines two similar tables and
    # produces unique Rows
    mydbCursor.execute('"
    CREATE TABLE ex1_union AS
      SELECT appliance_type, appliance_model, mfg
     FROM security_appliances_DC
    UNION
    SELECT appliance_type, appliance_model, mfg
     FROM security_appliances_NY
    UNION
    SELECT appliance_type, appliance_model, mfg
     FROM security_appliances_LA
    ""
    # -- UNION ALL combines two similar tables
    # and produces all the Rows
    mydbCursor.execute('"
    CREATE TABLE ex2_union_all AS
      SELECT appliance_type, appliance_model, mfg
     FROM security_appliances_DC
    UNION ALL
    SELECT appliance_type, appliance_model, mfg
     FROM security_appliances_NY
    UNION ALL
    SELECT appliance_type, appliance_model, mfg
     FROM security_appliances_LA
    ""
    # -- Sorting using the ORDER BY clause -
    # Defaults to Ascending
    mydbCursor.execute('"
    CREATE TABLE ex2_union_all_orderby AS
      SELECT appliance_type, appliance_model, mfg
     FROM security_appliances_DC
    UNION ALL
    SELECT appliance_type, appliance_model, mfg
     FROM security_appliances_NY
    UNION ALL
    SELECT appliance_type, appliance_model, mfg
     FROM security_appliances_LA
    ORDER BY mfg, appliance_model
    ""
    # -- Sorting using the ORDER BY clause -
    # Using the DESC and ASC keyword
    mydbCursor.execute('"
    CREATE TABLE ex2_union_all_orderby_desc AS
      SELECT appliance_type, appliance_model, mfg
     FROM security_appliances_DC
    UNION ALL
    SELECT appliance_type, appliance_model, mfg
     FROM security_appliances_NY
    UNION ALL
    SELECT appliance_type, appliance_model, mfg
     FROM security_appliances_LA
    ORDER BY mfg DESC, appliance_model
    ""
    # -- Sorting using the ORDER BY clause -
    # Using the DESC and ASC keyword
    mydbCursor.execute('"
    CREATE TABLE ex2_union_all_orderby_asc_desc AS
      SELECT appliance_type, mfg, appliance_model
     FROM security_appliances_DC
    UNION ALL
    SELECT appliance_type, mfg, appliance_model
     FROM security_appliances_NY
    UNION ALL
    SELECT appliance_type, mfg, appliance_model
     FROM security_appliances_LA
    ORDER BY mfg ASC, appliance_model DESC
    ""
    else:
        print("Create table, operation failed. Table(s)
       not found")
    # -- D. Close the database
dbase.close()

The new tables

![Table: ex1_union](image)

Figure 5 – The table resulting from the UNION statement

Comments

Note that once the tables are merged we may use simple SELECT statements to process the data. However, the new tables
thing in common: they constantly produce various types of messages. These messages vary from “a door was opened in a facility” to malfunction warnings to system errors. There were so many different types of messages that there was a need to have specific departments monitoring subsets of these alarms. To make it easier for these groups to exchange information on related issues, we created a huge room where each group had its own workstations. One wall of this room was used to project data from computers via huge projectors. The data displayed was first merged onto one computer, and then it was displayed in real time but grouped by some form of relevancy.

In addition, data once merged was stored on IBM DB2 database tables for analysts to further search for causes of network failures or events that could help them predict a future failure of a device and order maintenance. Therefore, we had reactive and proactive capabilities. When you think about it, this is what is happening today with cybersecurity groups that monitor data on WireShark screens or use other data analysis tools. Data in this case is collected from workstations, servers, routers, firewalls, etc., merged, and presented. Glass-Lookers may be able to identify threats in real time. Events that can’t be correlated in real time will be further processed and analyzed by scripts once the data is stored in database tables.

Review and conclusion

This article is part of a series of articles that aim to help cybersecurity professionals understand how information is acquired, organized, stored, searched, presented, and transferred within computer networks. SQL databases carry most of the weight of data processing in most data centers. Coupled with GUI development for client-server systems or web development, SQL databases play a central role in many cybersecurity innovations.

So far we have examined most of the ways that data can be retrieved from database tables. Python is one of the top languages used in developing SQL-driven systems. I hope that you enjoyed the article and that you will find ways to apply the presented concepts. I am moving slowly on these concepts, giving you time to run the code and experiment. ISSA International makes available the code on the website. You are always welcome to email me with any questions you have about the presented concepts. I wish you well and will be pleased to “see” you through the next article.
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grating these ideas into the organizational glossary not only highlights the importance of this effort, but serves to ensure that all stakeholders are using similar terminology.

Communication with the outer ring can be used as an opportunity to interact with the community. Not only can suppliers or customers be engaged in these terminology efforts, but invitations can be extended to university professors, open source project leaders, and other outside experts to present terms and ideas as community service or demonstrations of expertise.

Conclusion

IT security professionals must interact with a wide array of stakeholders. Customers, business managers, project managers, and IT developers all have areas of expertise and activities that can potentially compromise organizational security. Communication between these roles can be complex. Terms and acronyms like “VM programs” can take on different meanings, which can lead to confusion. Compounding the confusion stakeholders may face in individual organizations are the standards setting bodies, academia, industry groups, for-profit organizations, and not-for profit organizations that develop terms and ideas for use within the cyber domain. The array of contexts that need to be addressed is evolving and expanding with cyber technologies. To start bridging potential communication gaps between these stakeholders, interdisciplinary research recommends forming a glossary for a specific project, or in this instance your organization, reinforcing these terms through short presentations, and creating a culture of communication.
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Make sure the distributed teams know what you are tracking on an epic and story/task level

- Get to the same language

Infrastructure is an iceberg of risk

- If you are part of the process, your upgrades and updates are not emergencies but part of the normal cycle. Getting this correct knocks off much of your risk metrics as well.
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